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Abstract Computational tools are a mainstay of current search and recommendation
technology. But modern digital archives are astonishingly diverse collections of older
digitized material and newer “born digital” content. Finding interesting material in
these archives is still challenging. The material often lacks appropriate annotation—
or metadata—so that people can find the most interesting material. We describe four
computational tools we developed to aid in the processing and maintenance of large
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digital archives. The first is an improvement to a graph layout algorithm for graphs
with hundreds of thousands of nodes. The second is a new algorithm for matching
databases with links among the objects, also known as a network alignment problem.
The third is an optimization heuristic to disambiguate a set of geographic references
in a book. And the fourth is a technique to automatically generate a title from a
description.

Keywords Graph layout · Metadata remediation · Dynamic programming ·
Network alignment

Mathematics Subject Classification (2000) 05C50 · 05C85 · 68T50 · 90C39

1 Introduction

Around 1994, the Library of Congress engaged in a massive digitization effort of
some of America’s most culturally significant materials. The result was a collec-
tion called American Memory with a website interface. Among the digitized collec-
tions are George Washington’s diary, Abraham Lincoln’s letters, and the first films
recorded by Thomas Edison. Getting people to the material in this collection, how-
ever, has been difficult. Although some limited metadata was collected during the
initial digitization, the focus of those efforts was the digitization instead of robust ac-
cess to the materials. Almost 20 years later, the Library is interested in updating these
collections to modern digital archive standards. At a minimum, this requires accurate
metadata on subject, place, time, and people.

Historically, librarians or subject matter experts created this metadata. Given the
current ease of digitization, however, the quantity of materials has rapidly outpaced
the ability of experts to annotate it. UNESCO recently launched the World Digital
Library,1 an attempt to put the most significant artifacts from the world into an online
digital archive. The size of the initial collection was limited because of the desire for
properly curated metadata, manually translated into each of the seven UN languages.
Should our access to these artifacts be restricted by the onerous task of expert anno-
tation and translation?

Let us summarize the problems with building search and browse tools in these
archives. First, the items are highly heterogeneous—books are only a small portion
of the searchable collection. Second, the metadata for everything except for books is
inconsistent or incomplete, and the most useful metadata may not be available. Third,
there are no native links between items. Fourth, the content spans many languages.
Fifth, ranking these items in light of highly inconsistent metadata is challenging. For
more background on these challenges, please see Sect. 2. We phrase our high level
vision in terms of a virtual librarian service, which we view as a motivating ideal for
future library search systems.

This paper does not present a comprehensive solution to these problems. Instead,
we extract small, tractable, and interesting computational problems.

1See http://en.wikipedia.org/wiki/World_Digital_Library for more information.

http://en.wikipedia.org/wiki/World_Digital_Library
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The first problem we discuss is the jumble of data available. See Table 2 for an
overview of the data we want to search and the data we can use to help search. We de-
scribe each of these datasets more completely in Sect. 3. While our overarching goal
is to enable a unified search and browse interface, the objects that we want to search
and browse are diverse. Another problem is that some of the information that we may
wish to use is quite complicated. For example, the Library of Congress subject head-
ings is a thesaurus used to uniquely identify subject matter. It has been around for
over 100 years. There are entire courses in information science curricula about this
database. How then can we quickly learn about it? Our answer is visualization, and
we elaborate on this approach in Sect. 3.

Once we understood the structure of the Library of Congress subject headings,
we noticed it was related to the structure of the categories underlying Wikipedia.
This led to an exploration of how we could match the subject headings in the Li-
brary of Congress subject headings with the categories in Wikipedia. And moreover,
it led us to consider using other sources of open or crowd-sourced data. Section 4
discusses our idea to match the Library of Congress subject headings with Wikipedia
categories, and it also discusses challenges in using these types of data.

At this point, we arrive at a key problem. The most desirable data is about the place
and subject associated with each object in our collection. However, this data is not
always available. The next two sections propose ideas to generate this missing meta-
data. In Sect. 5, we introduce an optimization problem to disambiguate references to
places and events. Among other uses, it tries to answer the question: does “San Jose”
refer to San Jose, California or San Jose, Costa Rica? In Sect. 6 we describe how to
automatically generate a title and a set of keywords from a textual description.

These last three problems we described are about generating new information.
While these endeavors are helpful, we also need to ascertain the quality of this new
information. Evaluating any information system is an arduous affair because only hu-
man responses can be considered the ground-truth. Section 7 describes our evaluation
efforts. We conclude with a wide range of interesting problems for future research
(Sect. 8.2).

2 Background

Over the past 25 years, we have witnessed a shift in the nature of our society’s records.
Previously, these records were stored on paper or an alternative physical media. Now,
records are usually digital files. This situation poses a subtle problem. Consider how
much of your own work—digitally preserved—is no longer accessible because:

– the program to read the file is no longer available;
– the program to read the file no longer works with old files;
– there is no longer any hardware to read the physical media.

Kuny [29] lays out the basis for the problem and coined the phrase a digital dark age
to convey the gravity of the situation. He also describes some of the solutions needed
to address it. Mostly, these ideas focus on the problem of preserving the digital bits,
storage, and file formats. One interesting challenge Kuny identified is establishing
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digital preservation as a public good. In summary: we depend on historical records
from the past to inform the present. Thus, it is necessary to continue to preserve our
records for this purpose. The problem with preservation is that preservation itself
only provides a benefit when the information is used. Successful preservation, then,
requires making the data available and easily accessible.

2.1 Challenges in online digital archives

Providing access to the data involves its own set of challenges. Historically, mate-
rial lived at a library and scholars journeyed to the library for access. Once there,
they would interact with archival specialists to determine exactly which material they
needed. Now, users expect access from any Internet enabled device. In fact—and
perhaps largely in response to the efficacy of the Google search engine—we expect
instantaneous answers to our poorly phrased information requests. The issue with
such an approach in these digital collections is that users are frequently interested
in discovery instead of search. In other words, they want systems to help them find
something new and interesting to them, rather than locate something they already
know. Consider a conversation that might have occurred at a library:

Librarian How may I help you today?

Visitor I’ve just moved here from Sweden. Is there a good book on local
history?

Librarian Oh, a lot of our early immigrants came from Sweden. I know
just the book for you.

Our hope is to enable such assistance in a digital archive. Let us envision how this
scenario might play out online to understand the challenges in providing access to
digital archives.

User Enter a query on “local history”.

System Provide a ranked set of responses to indicate the best references
for information on local history; along with a list of major sub-
topics including Swedish immigrants.

User Click on the Swedish immigrants sub-topic list.

System Provide a new set of ranked responses, with one highlighted as a
“featured selection.”

Consider the technologies necessary to enable this interaction. First, such a system
must know that the query “local history” refers to the history of the area where the
searcher is located or implies a particular local history. Second, the engine must have
a means of searching on the topic or keywords associated with each item in the col-
lection. Third, it needs a procedure to rank the results to provide a useful ordered list
back to the user. Fourth, it must identify a set of sub-topics within the query.

For books, this situation is pretty well handled by existing tools and many li-
braries have been revising their online public access catalogs or OPACs to enable
such searches. See the North Carolina State University Library website, the Queens
Library website, and the Stanford Library website for examples:
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http://www.lib.ncsu.edu/summon/
http://www.queenslibrary.org/
http://searchworks.stanford.edu/

The topic information in a book is often provided by the Library of Congress Subject
Heading (LCSH) descriptors. For books published in the United States, the LCSH

descriptors can be found in the first few pages of many books with the Library of
Congress catalog data. For example, Nick Higham’s book “Handbook of Writing for
the Mathematical Sciences” [17] has the subject headings:

Mathematics–Authorship and Technical writing

indicating that the book deals with the issues of authoring mathematics and tech-
nical writing. These descriptors were an early type of indexing applied to books to
enable card-catalogs to support subject lookup. Space in a card-catalog was limited,
and thus the indexing needed to support a wide range of topics with an economy of
index phrases. A more recent alternative is full-text search of the book, enabled by
the increasing availability of born-digital content and large scale book scanning ef-
forts. Together, these technologies support such searches for books, but leave room
for future improvements. For example, the “local history” search we describe above
is particularly problematic because “local history” is a particular type of history de-
scribed in the Library of Congress subject headings. Such a search on these systems
tends to return books about the concept of local history, one search result was a book
about how to find out more about the history of your area, instead of books on the
history of the area itself.

Digital preservation, however, goes far beyond books or digitized books. It en-
compasses both monumental and mundane digital artifacts. For these objects, subject
heading data is unlikely to be available, and the items themselves may not be text. In
particular, the Library of Congress, has over 14 million images. (Determined from the
Library’s web-page: http://www.loc.gov/rr/print/ access on 13 August 2010.) Other
possibilities include: survey results, maps, audio, and video. The lack of textual de-
scription for these types of materials will feature prominently in the sections that
follow because it is not always clear how we can best enable users to discover in-
teresting artifacts. Our current techniques focus on extracting information from what
little text we may have about the item.

2.2 Digital archives for historic material

Thus far, we’ve motivated the problem of accessing digital archives from the perspec-
tive of digital preservation. However, libraries are also a repository for many rare,
culturally significant manuscripts, pictures, and other objects. These items are often
fragile and not suitable to be widely handled; and yet the mission of a library is to
share these items. Digitization and imaging provide an effective surrogate that may be
widely shared. However, the same difficulties arise with accessing these items as with
generic digital archives. Let us provide an example. During a visit to the manuscript
division of the Library of Congress, one of their subject matter experts directed us to
a box of John von Neumann’s artifacts. Among these was a copy of his immigration
card; see Fig. 1. Just like the goal of digital preservation is to find interesting mate-
rial in a broad and diverse archive, the goal in these special digital collections is to

http://www.lib.ncsu.edu/summon/
http://www.queenslibrary.org/
http://searchworks.stanford.edu/
http://www.loc.gov/rr/print/
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Fig. 1 A photo of John von
Neumann’s (Johann von
Neumann) immigration card
taken at the Library of Congress
in January 2007; the original
immigration card contains a
photo from 1934. We consider
this as an artifact that most
mathematicians would be
interested in discovering but
would not know to search for

find the gems like—for us—John von Neumann’s information. We would never have
known to search for that ourselves. The key to finding these objects to is to have an
thorough and rich environment of linked data.

2.3 Crowd-sourcing linked data Netflix and the Netflix problem
Netflix is a DVD-by-mail rental
service in the United States and
Canada. They have also expanded
to offer Internet based stream-
ing video access. A key chal-
lenge for them is recommending
new DVDs and movies to their
users. To motivate research in this
area, they released 100 million
anonymized ratings by their users,
and offered $1,000,000USD to
the first group to demonstrate a
10% improvement in predicting
user ratings based solely on the
existing set of user ratings.

One fact that emerges from recent studies is that
simple algorithms may perform as well or better
than complicated algorithms when given additional
data. See ref. [36] for an instance of this phe-
nomenon in the Netflix recommendation problem
(see the aside below) and ref. [14] for a thought-
ful perspective on the role of data in computing.
Here, we argue that crowd-sourced data is a suit-
able source for the rich context we need to enable a
good virtual librarian system.

The encyclopedia Wikipedia is perhaps the
best example of open and crowd-sourced data.
An open dataset is simply a dataset provided
on the Internet without cost. One example of an open dataset is the website
http://id.loc.gov/authorities, which provides an interactive exploration of the Library
of Congress subject headings along with the ability to download the subject head-
ings in bulk. The records behind LCSH, however, are still curated by the Library of
Congress.

Wikipedia, in contrast, is an example of crowd-sourced data. Over the last 10
years, the encyclopedia was written and edited by a diverse group of unregulated in-
dividuals. They evolved a self-regulating mechanism that allowed almost anyone to
contribute to the encyclopedia, while limiting the ability of individuals to manipulate
its contents for their own purposes. Consider the difference from old models of in-
formation collection. Information repositories were supervised by a select group of
experts, who would review and authorize changes in an attempt to avoid errors. In
the case of LCSH, the process took decades and the rules for adding new things were

http://id.loc.gov/authorities
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known only to a select few. As we shall see shortly, Wikipedia established a similar
category system in just a few years (Sect. 4).

flickr, delicious, and tagging
The web sites flickr and delicious
are photo sharing and bookmark
sharing sites, respectively. They
both feature a concept called tags
that allowed users to annotate ob-
jects with short words or phrases.
For example, a good tag for a
picture of a flower is “flower”
likewise. These tags are like the
keywords on a mathematical
paper, with the crucial difference
that anyone can supply a tag,
instead of just the author.

The success of crowd-sourcing is astonishing. It
has become a pillar of so-called “Web 2.0” tech-
nologies. In a theory espoused by Surowiecki [40],
the diverse perspectives of many people provide
more reliable predictions than those of a few ex-
perts. This theory is known as the “wisdom of the
crowds.” A recent study on folksonomies, a com-
mon type of crowd sourced data used to describe
items with a few short tags like on Flickr and De-
licious (see the aside for more on Flickr and De-
licious) shows that the tags produced by “verbose
describers” are more useful than those from “cate-
gorizers” [27]. If we assume that experts are more
likely to be categorizers, this could be taken as an
empirical validation of the crowd-sourcing method-
ology.

Regardless of the theoretical support, there is now a tremendous amount of data
available from these more casual models of information collection. In Sects. 4 and 5
we explore using these data sources to generate new relationships between digital
artifacts.

2.4 Definitions

To end our background, we present Table 1: a summary of acronyms and language
used in this paper.

3 Understanding data and visualizing links

Digital archives already include many disparate data sources. None of these data
share a common format. Our goal is to combine the data together to enable intel-
ligent search and browsing, by using information from open sources to augment the
incomplete metadata from a library record, for example. Table 2 presents an overview
of the different data sets we use in this paper. There are three broad classes:

1. Library of Congress proprietary data,
2. open and crowd-sourced data,
3. multi-lingual data.

The first class contains information the Library of Congress does not typically share,
such as the raw metadata behind the American Memory collection, or information
the Library sells to attempt to recoup their cost. The second class of data is all freely
available. This is the type of data described in Sect. 2.3. The final class is also Library
of Congress proprietary, but has the distinct feature that the metadata is available in
multiple languages. This paper focuses on the first two classes; although, we discuss
ideas for the multi-lingual data in the section on future work.
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Table 1 Services, Acronyms, and Definitions

Netflix DVD-by-mail and video streaming service and website Sect. 2.3

Flickr photo sharing website featuring user-generated tags Sect. 2.3

Delicious bookmark sharing website featuring user-generated tags Sect. 2.3

Wikipedia a crowd-sourced encyclopedia Sect. 2.3

Twitter a micro-blogging message system with 140 character messages Sect. 8.2

OPAC Online Public Access Catalog Sect. 2

MARC MAchine Readable Cataloging Sect. 3

XML eXtensible Markup Language Sect. 3

RDF Resource Description Framework Sect. 3

LCSH Library of Congress Subject Headings Sects. 3–4

HIT a Human Intelligence Task Sect. 7

born digital content that never existed in anything besides a digitized form Sect. 2

artifact another name for the objects of a digital archive Sect. 2

metadata any information about a digital object, especially time, place, and
subject

Sect. 1

Crowd-sourced a term used to describe data collected from many unofficial sources Sect. 4

Folksonomy a specific type of crowd-sourced data consisting of a set of tags—short
descriptions—applied to a set of objects in a database

Sect. 4

Tags the lowest level of a folksonomy Sect. 4

Each of these databases or collections has its own way of storing information, and
there is even diversity within a collection. American Memory is actually a collection
of collections. Some of the metadata associated with the items is in the MARC format;
some of the metadata is in the XML format. We provide a sample from some of the
raw information in these databases in Fig. 2. The details of the MARC [43], RDF, and
XML formats are not relevant. Each data format roughly provides a set of records
and fields about those records. Finally, some of the items may have annotations in
yet another format. For example, the mal collection has metadata stored in XML

files and annotations stored in SGML files (an XML predecessor). We mention all of
these details and data formats to emphasize the heterogeneity of the raw data even
at the lowest level. We must continually write new interpreters for each of these data
collections to simply access the data itself.

Once we access the data, the problems multiply. In an ideal world each item would
have a fully specified set of metadata including date, location, subject, and people
specified in a consistent manner. Reality leaves much to be desired. We’ll see how
inconsistent some of the metadata inside these files are in Sect. 6. The other problem
we encounter once we are able to read the data files is that we need to understand
their contents. By understand, we mean to be familiar with the idiosyncrasies of a
dataset—ideally just like an expert who has worked with the data for years. In the
next section, we delve into the Library of Congress subject headings to illustrate one
approach to understanding the contents of these databases.
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Table 2 A summary of the data used in our explorations. For each collection, we list its size in terms of
the number of “things” inside the collection. Note that American Memory is a group of collections. Thus,
papr, mal, gmd, and wpa are sub-collections inside American Memory. The mixed formats in American
Memory are MARC and XML; the mixed formats in Global Gateways are structured text and MARC

Type Collection Total Recs. Format Notes

Library of
Congress
Proprietary

Subject Headings 298,964 MARC Authority files from Dec. 2006

Name Authorities 6,662,688 MARC Authority files from Dec. 2006

Catalog 7,207,747 MARC Library of Congress Book catalog

American Memory 617,673 Mixed 101 Heterogeneous Collections

— papr 703 MARC Motion pictures

— mal 20,158 XML Abraham Lincoln papers

— gmd 6,888 MARC Maps collection

— wpa 2,000 XML American life histories

Open and
Crowd-Sourced

Wikipedia 3,799,337 XML (From April 2007)

Wikipedia Categories 226,221 (derived) (From April 2007)

Geonames 6,914,549 Text A gazetteer

Project Gutenberg 24 Text Full text books

Multi-lingual Global Gateways 21,274 Mixed

World Digital Library 196 XML

3.1 A graph visualization of LCSH: the subject heading galaxy

The Library of Congress Subject Headings (LCSH) is a database of terms, maintained
by the Library of Congress, for use in indexing the subject matter of bibliographic
records and also in cross-referencing between related subjects. A subject heading
has broader terms, narrower terms, and “see also” terms. For example, the subject
heading “Mathematics” is related to the broader term “Science” and the narrower
terms “Algebra”, “Economics, Mathematical”, and “Women in mathematics”. We
can view the LCSH database as an undirected graph where each subject heading is a
vertex and each relationship defines an undirected edge.

To help quickly build our understanding of the information contained in these
links, we wanted to visualize the graph. Two common ways to visualize a large graph
are (i) to visualize small regions of the graph [35]; or (ii) to visualize the entire graph.
We worked with both techniques and only describe the second in the interest of space.
The insight we gain by visualizing the entire graph is a sense of the overall linking
structure of the network, from which we may be able to pose more pointed questions.
For an example of this type of analysis, see ref. [20] for insights into the Twitter
network. To visualize the graph, we need a means of computing a layout—an assign-
ment of points to coordinates in the plane—of a graph with hundreds of thousands of
nodes. This is a challenging computation and an active area of research—see ref. [22]
for a recent contribution in large graph visualization.

We used the Large Graph Layout (LGL) program [1], which proceeds roughly as
follows:
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1. find a minimum spanning tree for the graph, and use this representation of the
graph until step 3;

2. find the vertex with minimum total shortest-path distance to all other vertices—we
call this vertex the center;

3. for k = 1 to . . . , add all the vertices k edges away from the center vertex and
locally optimize their positions based on the minimum spanning tree;

4. do a final refinement based on the edges of the original graph.

We choose LGL because of step 1. Based on preliminary work with the graph behind
LCSH, we discovered it may have significant regions of tree-like structure. (This
analysis involved the size of the 1-core of the graph [38], which is a measure of how
many vertices are removed when iteratively removing vertices of degree 1.) For this
reason, a layout algorithm that exploits tree-like structure in the graph should produce
useful structure.

In the LGL process, most of the work is in the final step. It involves simulating
a set of dynamics to compute an approximate minimum energy state. Please see the
LGL paper for more detail on step 3; we will focus on step 2. When we started work-
ing with the code, the step of finding the center took around two hours. It solved a
breadth-first search problem for each vertex in the graph. This implementation did not
utilize the structure of the tree in computing the center vertex. Many graph algorithms
greatly simplify in the presence of a tree structure. The same simplification occurs for
this problem as well, and the sum of all shortest paths satisfy a straightforward re-
currence in a tree. The implementation of this recurrence requires only requires work
equivalent to three breadth-first searches. After implemented this technique, step 2
took only seconds to compute.

To describe our optimization to efficiently compute the center, let Du,v be the
number of edges in the shortest path between vertices u and v in the minimum span-
ning tree. We want to find the vertex c that minimizes

∑
v Dc,v . The key idea to our

optimization is that there is a unique path between any two vertices in a tree. For-
mally, the procedure is as follows. Call Cu = ∑

v Du,v the center score of vertex u.
In a tree, consider changing Cu to Cw where we have an edge (u,w). All we need to
do is count how many paths starting at u get longer when they start at w instead, as
well as how many paths get shorter when they start at w. See Fig. 3 for an example
of how we would take advantage of this observation. To implement this observation
for a tree T , pick an arbitrary vertex a, and “root” the tree at vertex a. Next compute
Ca . For every vertex w connected to vertex a, we have

Cw = Ca − Nw + (n − Nw)

where Nw is the number of vertices in the subtree rooted at w and n is the total of
vertices. To explain this formula, consider that all paths from w to vertices in the
subtree starting at w are one edge shorter, and so we reduce Ca by Nw . Additionally,
all the other vertices in the graph, (n − Nw) in total, have paths that are one edge
longer when started at w instead of a. By repeating this procedure for all subsequent
levels, we can compute Cv for each vertex v in linear time. The entire process requires
three passes over the graph: the first to compute Ca for the arbitrary root; the second
to compute Nv , the size of each subtree for each v; and the third to compute Cv given
Ca and Nv for each vertex.
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Fig. 3 A small example of how to compute the total shortest-path distance to all vertices efficiently in a
tree. We can easily compute the total shortest-path distance starting from the arbitrarily chosen root ver-
tex a: Ca = 7. Now to compute Cb , we note that there are three vertices that become one edge further
away—a, e, f and three vertices that become one edge closer—b, c, d . Thus, Cb = Ca − 3 + 3 = 7. Like-
wise, we find Cc = Cb − 1 + 5 = 11, and the same for Cd . Both Ce and Cf are also 11. In this example,
either a or b can be the root vertex. Also, Na = 7, Nb = 3, and Nc = Nd = Ne = Nf = 1

Fig. 4 A visualization of the
graph behind the Library of
Congress subject headings. This
drawing shows the largest
connected component of the
undirected graph of links in the
Library of Congress subject
headings, with nodes colored
based on a clustering from the
CLUTO program, and a few
node labels shown to illustrate
the topics in a particular region

After making these changes, we ran the LGL algorithm on the largest connected
component of the undirected graph of LCSH. We present a visualization using the
layout computed by LGL in Fig. 4. Edges are drawn with alpha-blending to show the
local density. Each node is colored based on a clustering computed using the CLUTO
program [23]. Note that we see large regions with the same color. This means that
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both CLUTO and LGL are identifying similar structures in the graph. For a more
in-depth look at this visualization, see

http://cads.stanford.edu/lcshgalaxy

Based on this visualization, we find the following structure in the LCSH network.
There is a dense core of general interest subject headings such as “Law”, “Science”,
and “Art”. Around this core we find a set of more esoteric topics, including an exten-
sive region of geographic features, which forms the southward extent from the yellow
core. Another insight is that some regions are perhaps better categorized than others.
At the left hand side of the figure is a large star-like construction centered around the
subject heading “Japan–Antiquities”. There are over one thousand subject headings
in this star, with only a single connection back to the star’s center. In contrast, other
regions of the graph (such as the language subject headings in the upper left) show
better organizations.

During our explorations of this visualization, we noticed a few properties about
the graph that reminded us of another graph: the category structure of Wikipedia. In
the next section, we elaborate on this relationship.

4 Utilizing open crowd-sourced data such as Wikipedia

Recall the structure of the Library of Congress subject headings from the previous
section. Each subject heading is related to others by “Broader term”, “Narrower
term”, and “See also” references. We interpret these relationships as an undirected
graph. The category pages in Wikipedia have a similar structure. Every page in
Wikipedia is a member of one or more categories. For example, the page about
“Singular Value Decomposition” belongs to the categories “Linear algebra”, “Matrix
theory,” and “Functional analysis”. Categories have sub-categories and related cate-
gories, which form a hierarchical structure with a few additional edges. It may seem
surprising, but the undirected graph of Wikipedia categories has a similar number of
vertices to the graph of LCSH—205,948 vs. 297,266. Other properties are similar
too: the largest connected component size is about 150,000 vertices in both graphs,
the average distance between any pair of nodes is around 7 in both, and around 6,000
nodes have identical textual labels.

Based on these results, we wanted to match or map each vertex in the LCSH
graph to a vertex in the Wikipedia graph. The idea behind finding a match is that
the experts developing the LCSH can use the matches to improve the coverage in
new or rapidly evolving areas that, potentially, have better coverage in Wikipedia.
See Fig. 5 for an example. We formalize the problem as a sparse network alignment
problem [2], whose solution tells us how to match the vertices of two graphs when
we have a reasonable set of potential matches between them. In Fig. 6 we show the
structure of a network alignment problem. Also in ref. [2], we propose a message
passing algorithm for this case. Our algorithm produces nearly optimal solutions to
the network alignment problem with LCSH and Wikipedia in a few minutes (even
when implemented in Matlab) [2]. In Table 3 we list a few matches identified by this
approach. The matches are organized in three groups, correct, mildly incorrect, and

http://cads.stanford.edu/lcshgalaxy
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Fig. 5 We hope to match the
categories of Wikipedia to the
subject headings from the
Library of Congress. Using this
1-1 matching (the dashed links),
we can suggest new subject
headings (the nodes a, b, and c)
and add information to
Wikipedia categories (the node
d should tell us something
useful about its matched
neighbors)

Fig. 6 In the general network alignment problem, the goal is to match the vertices of graph A to the
vertices of graph B , and trying to overlap as many edges as possible and maximize the weight of the edges
in the matching

∑
wkk′ . Formally, we get an overlapped edge for a matching when (i, j) is an edge in A

and its image under the matching, (m(i),m(j)), is also an edge in B

Table 3 Results of matching of
LCSH to Wikipedia. See the
discussion in the text

LCSH ↔ Wikipedia

Correct

Dollar, American (Coin) ↔ United States dollar coins

Web sites ↔ Websites

Environmentalists ↔ Environmentalists by nationality

Peninsulas–Southeast Asia ↔ Peninsulas of Asia

Mildly incorrect

Cosby family ↔ Bill Cosby Songs

Peasants in literature ↔ Peasant foods

Incorrect

Hot tubs ↔ Hot dogs

Masques ↔ Vampire: The Masquerade
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incorrect. The mildly incorrect set of matches are ones that are “nearby” and refer
to related, but different, concepts. In our current formulation of the problem, there is
no penalty for placing a match that does not accomplish much—thus our results are
littered with many spurious matches. We hope to incorporate a penalty term in future
work.

While we designed our algorithm to work on problems with hundreds of thou-
sands of nodes, there are other successful techniques to match vertices in graph. This
problem occurs in pattern recognition, see ref. [5] for a survey of that work. There are
many matrix problems that arise as well. See refs. [3, 11, 12, 33, 34] for examples.

More generally, the problem of combining linked data is known as ontology
matching or ontology alignment. An ontology is a set of statements that express rela-
tionships in a structured form. They are often described as a set of statements with a
subject, verb, and object. Consider the Wikipedia categories previously mentioned in
this section. As an ontology, they would be expressed:

subject verb object
Singular Value Decomposition is in category Linear algebra
Singular Value Decomposition is in category Matrix theory

Linear algebra is related to Affine geometry
Linear algebra is a subcategory of Algebra

Algorithms for ontology alignment often include greedy approaches to optimize a
similar objective to our network alignment approach [9, 18].

5 Resolving ambiguous references

The temporal and geographic context of an item are essential metadata for discover-
ing interesting related information. Both types of information provide an easy way
to browse a collection or to relate two different artifacts. However, not all the items
in American Memory had reliable place metadata, and one of the problems we faced
was extracting the geographic entities from a book or manuscript. The more general
problem of deriving structured information from unstructured sources is known as
information extraction [6, 32]. What we explain in this section is a special case of
geographic information extraction. We develop a technique that can easily be used
for temporal and event references as well. Moreover, in the conclusion of the paper,
we propose an extension of our algorithm for the general problem of named entity
disambiguation.

In our approach for extracting and disambiguating place names, we assume there
is descriptive text available, or some means of getting descriptive text—perhaps via
speech recognition, optical character recognition, or crowd-sourced tags. The first
step is to extract a list of location names from the text. A location name is a specific
type of a named entity. Given a collection of text, a named entity recognizer, or NER,
can be customized to only output the strings of text likely to be the name of a lo-
cation. We used the freely available Stanford NER [10]. To do the disambiguation,
another piece of information is required: the actual geographic coordinates of a lo-
cation name. A database of mappings between geographic coordinates and location
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names is known as a gazetteer. We used geonames as our gazetteer. Geonames is a
freely available collection of around 7 million place names and the latitude and lon-
gitude of each location. Together, we have a collection of place names from the Stan-
ford NER software and a collection of coordinates from geonames. We have almost
accomplished our goal of finding all the places mentioned in a book or manuscript.
However, place names do not uniquely map to locations. Context, in the form of other
place names nearby, usually provides a solution.

Let us pose a mathematical formulation of the problem using context. Let X =
(x1, . . . , xn) be a sequence of locations mentioned, ordered by their position in
the text—this sequence is the output of the NER software. Formally, the location
name xi preceded xj if i < j . For each location xi , we assume that there is a set
Yi = (yi,1, . . . , yi,k) of known locations that match the textual reference xi . These
sets Yi correspond to all matches in the geonames database for a location name xi .
We call the set of all possible candidates C , and so each yi,r ∈ C . We further assume
that we have a distance function between elements in C . At the moment, think of
D as the geodesic distance between the latitude and longitude of each location. For
other types of problems, D should change; for example, it might be the temporal dif-
ference between two events for resolving ambiguous event names. Nonetheless, let
D : C �→ R be this function. Our goal is to choose a single reference for each candi-
date. One natural way to pick these references is to minimize the distance between
the locations mentioned. This idea translates into the optimization problem:

minimize
n−1∑

i=1

D(zi, zi+1)

subject to zi ∈ Yi for all i.

In this formulation, the disambiguated locations are (z1, . . . , zn). To solve this prob-
lem, we can use a dynamic program. Let fj,r be the optimal solution of

minimize
j−1∑

i=1

D(zi, zi+1)

subject to zi ∈ Yi for all i

zj = yj,r .

Then

min
s∈Yj

(
fj,s + D(yj,s, yj+1,r )

)
.

Clearly, minr∈Yn fn,r is the minimizer to the original problem. This greedy algorithm
requires d = maxj |Yj | work for each computation of fj+1,r . There are at most d

such computations for each j , and thus the total work of the algorithm is bounded
above by nd2. In practice, d should be fairly small as most geographic entities will
have nearly unique identifiers.

One concern with this algorithm is that it could easily be fooled into making the
wrong decision by a single distant reference. Consider the following passage:
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A British holidaymaker was sent to San Juan in Puerto Rico, rather than San Jose in Costa Rica

by her travel agent, and other tourists aiming for San Jose, Costa Rica have landed in San Jose,

California, and have then had to ask the way to San Jose.2

The algorithm above will assert that the final reference to “San Jose” refers to “San
Jose, California” because that has distance 0, which is incorrect. A straightforward fix
is to incorporate additional pairwise comparisons. Consider the generalized problem:

minimize
∑

0<j−i≤T
0≤i,j≤n

D(zi, zj )

subject to zi ∈ Yi for all i.

Again, we can solve this problem using a variation on the previous dynamic program.
We show the generalization for T = 2 and note that larger context sizes are easy to
derive. Let fk,(r,s) be the optimal solution of

minimize
∑

0<j−i≤2
j≤k

D(zi, zj )

subject to zi ∈ Yi for all i

zj−1 = yk−1,r

zj = yk,s .

Then

min
w∈Yj−1

(
fk,(w,r) + D(yk−1,w, yj+1,s) + D(yk,r , yj+1,s)

)
.

Now min(r,s)∈Yn−1×Yn fn,(r,s) is the minimizer to the T = 2 problem. Let us return
to the “San Jose” example above to show how this helps. There are five geographic
references: “San Juan in Puerto Rico”, “San Jose in Costa Rica”, “San Jose, Costa
Rica”, “San Jose, California”, and “San Jose.” Only the final reference is ambiguous,
suppose we only consider San Jose, California and San Jose, Costa Rica as possible
alternatives. As we vary T , consider the outcomes:

T = 1 San Jose, California
T = 2 San Jose, California or San Jose, Costa Rica
T = 3 San Jose, Costa Rica
T = 4 San Jose, Costa Rica.

Thus, using moderate T makes the algorithm less sensitive to outliers.
The algorithm often yields satisfying results, yet it has some weaknesses. First,

the assumption underlying the optimization problem is that the geographical refer-
ences in the text tend to form small clusters. Furthermore, it assumes that consecutive
locations should be geographically close. These assumptions may not always hold.

2Accessed from http://www.skyscanner.net/news/articles/2010/09/007959-destination-doppelgangers-
same-name-different-country.html on 8 September 2010.

http://www.skyscanner.net/news/articles/2010/09/007959-destination-doppelgangers-same-name-different-country.html
http://www.skyscanner.net/news/articles/2010/09/007959-destination-doppelgangers-same-name-different-country.html


144 D.F. Gleich et al.

Second, geodesic distance is only a proxy for the probability that two locations are
mentioned nearby. Consider the sentence: “I just flew from New York to London.” It’s
almost surely the case that the author flew from New York City, New York to Lon-
don, England, and not from New York City, New York to London, Ohio, or from New
York, Lincolnshire to London, England, both of which are geographically closer. To
solve this issue, we need an improved distance function between locations. We also
may need to include additional context into the algorithm. Please see the conclusion
for a potential improvement to this algorithm.

6 Metadata and title remediation

As we mentioned in the introduction, we do not have full text for many of the items
we wish to work with. Another approach is to try and extract information from the
metadata itself. There are often oblique references to place names or dates in the
metadata, and we could use those as a surrogate instead. Using metadata to enrich
itself is known as metadata remediation [7]. We first discuss remediating the date
field of a metadata collection. The date field is particularly important because people
often wish to browse for items based on their temporal relevance.

6.1 Simple remediation

The idea of remediating metadata with itself may seem strange. After all, the point of
metadata is to provide structured information about an artifact. How can we possibly
improve it? We can indeed do so because the metadata may have been entered incon-
sistently. Let us show an example. For the collection gmd in American Memory we
examined all the elements of the MARC field that should contain the date information,
e.g., 260$c (date of publication). A summary is shown in Table 4. These entries—as
is—are wildly inconsistent and unsuitable for use to display a list of items relevant
to a particular year or range of years. To correct these entries, we adopted an ad-hoc
solution. In each of the patterns we found, the year information is almost always indi-
cated by the #### string. Thus, to standardize the metadata, we converted these years
into a standard date format and output the corrected metadata.

6.2 Title remediation

Another challenge the Library faces with many of these collections is that the meta-
data must be refined over time. During the initial digitization of the papr collec-
tion of early motion pictures, the digitizers only collected a wordy summary of each
video. See Fig. 7 for an example. Most modern online displays, such as YouTube,
often require a short title for each item. These titles must be snappy and searchable to
attract interest. Unfortunately, the existing descriptions were too long to serve as ti-
tles. Because there were less than one thousand videos in this collection, the Library
manually shortened each description into a title. We asked: can we automatically
shorten the descriptions and extract a good title? Again, see the figure for an example
of our title on that same video compared with the Library’s title. The generated title
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Table 4 The table at left lists a
format of a type of date pattern
and an example of that pattern.
The patterns are shown in four
groups: obvious, ambiguous,
other calendars, and wrong.
Bunka 1 refers to the first year
of the Bunka era in Japan, which
is the year 1804. Likewise,
Guangxu 30 is the 30th year of
the Guangxu era in China, that is
1904. We abbreviated between
as btw. for brevity in the table

Format Example

####-## 1601-15

####-#### 1862-1863

[Month] #, #### Decr. 1, 1793

btw. #### and #### btw. 1755 and 1762

#### [Season] 1939 Spring

anno #### anno 1668

##/##/## 03/02/64

###-? 184-?

Bunka # ie #### Bunka 1 ie 1804

Guangxu ## #### Guangxu 30 1904

######### 185000930

United States United States

succinctly captures the major essence of the video. We discuss how we evaluated our
generated titles in the next section because this raises a few other points we wish to
highlight.

Let us begin by summarizing the process of generating titles. The following sec-
tions cover these points in more detail. Let C be a large, background collection of text.
This collection helps to find discriminating phrases for a title, which is discussed in
Sect. 6.4. Next, let T be a collection of sample titles. For each title t ∈ T , compute
the part of speech sequence for the title using the Stanford part of speech (POS)
tool (or any part of speech identification tool). Construct a set of title templates from
these part of speech sequences as described in Sect. 6.3. Then, given a description,
compute the part of speech sequence for this description. For each bigram (two-word
sequence) in the description, compute the phraseness and informativeness scores for
it as in Sect. 6.4. Take the sum of these scores as the overall keyphrase score for this
bigram. For each title template, construct a sequence of bigrams that matches the part
of speech sequence. Pick the title with the highest sum of scores of its constituent
bigrams. We summarize the process in Fig. 8.

6.3 Title templates

The process begins by identifying common part of speech patterns in an existing
database of titles. These patterns are forms like

Excavating for a New York foundation
VBG IN DT NNP NNP NN

where the codes stand for: verb in gerund form, proposition, determiner, proper noun,
proper noun and noun, respectively. We computed these using the Stanford part-of-
speech tagger [42]. The idea is that a large collection of titles will have common
patterns in the part-of-speech sequences. We can identify the most common patterns
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Fig. 7 An example of our automatic title generation on a video taken by Thomas Edison in 1905 of a
parade. The video is now available from YouTube: http://www.youtube.com/watch?v=mKzcjKDgxHY

Fig. 8 Our title construction process. Circles indicate processing and rectangles indicate data. The gray
area indicates one-time preprocessing. The remainder of the process must be done for each description

http://www.youtube.com/watch?v=mKzcjKDgxHY
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and use them as title templates. We can then match text from the description to the
title templates and hope the results are useful titles. Thus, the first step in our title gen-
eration routine is to compute a set of title templates. We used the newswire collection
for this task. This collection contains 1.3 million articles. For the title of each article,
we computed the part of speech sequence and analyzed the patterns. The result is a
database of 225,000 title templates.

6.4 Phrase scoring

To build meaningful titles, we need to extract meaningful phrases from the descrip-
tion. We use an idea from ref. [41]. Their process to find them involves scoring a
sequence of words based on two measures: the informativeness and the phraseness.
A sequence has high informativeness if it is very unlikely to occur in normal text.
An example would be a description that the “singular value decomposition.” This
sequence of words is exceedingly unlikely to occur in day-to-day text, and thus this
phrase is highly informative. However, note that “singular value decomposition” is
likely to appear in papers in the SIAM Journal of Matrix Analysis. Thus the infor-
mativeness of this phrase is relative to a background collection of “standard text.”
A sequence has high phraseness if the statistical properties of the sequence radically
change when we separate the phrase. The phrase “New York” has high phraseness be-
cause a document about “New York” will almost always mention “New” and “York”
together, and thus, the statistics of “New” and “York” will be coupled in all docu-
ments.

These concepts are formalized by measuring the empirical probability distribu-
tion of sequences of one, two, and three words in a background selection of text.
Let C be this background collection. The choice of C will impact what words are
chosen as important as in the “singular value decomposition” example above, but
not what are considered phrase-like. Each d ∈ C is really a sequence of word tokens
d = (w1, . . . ,wm). A unigram distribution is the probability of each single word in
the collection of documents. A bigram distribution is the probability of each sequen-
tial pair of words in the collection of documents. A trigram distribution is defined in
the same way. These unigram, bigram, and trigram distributions are sometimes called
language models.

Now, consider the sequence of words in the description of an item: d =
(w1, . . . ,wm). For a sequence of words (wi,wi+1,wi+2), the phraseness score is

P(wi,wi+1) = Prob
[
(wi,wi+1,wi+2) in d

]

· log

(
Prob[(wi,wi+1,wi+2) in d]

Prob[(wi,wi+1) in d] · Prob[(wi+1,wi+2) in d]
)

.

The informativeness score is

I (wi,wi+1) = Prob
[
(wi,wi+1) in C

] · log

(
Prob[(wi,wi+1) in C]

Prob[wi in C] · Prob[wi+1 in C]
)

.

These scores are just the Kullback-Leibler divergence measures between the trigram
probability and bigram probability in the description for phraseness and between the
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bigram probability and unigram probability in the background collection for infor-
mativeness. With extremely short descriptions, we use the background collection to
compute phraseness scores instead of the description text itself.

One problem with these empirical probability distributions is that we may en-
counter word sequences that did not appear in the background collection. These novel
events should not have zero probability in the above formulas, and smoothed proba-
bilities are a standard correction for these seemingly zero probabilities. A simple type
of smoothing used in statistics is known as a pseudo-count, and the classic example is
Laplacian smoothing, based on Laplace’s rule of succession. For the probability of n-
gram occurrences in language, two common techniques are Katz smoothing [24] and
Kneser-Ney smoothing [26]. In Katz smoothing, the measured counts are discounted
by a multiplicative factor less than 1. The removed counts are distributed among
the unobserved n-grams based on lower-order n-gram counts, for example, unigram
counts instead of bigram counts. Kneser-Ney smoothing uses additive discounting
instead of multiplicative. It also includes a better way of constructing lower-order
n-gram models that handles multi-word combinations better. For example suppose
“San Francisco” is common, but “Francisco” occurs only after “San” Kneser-Ney
gives “Francisco” a lower unigram probability because it only appears in certain bi-
gram combinations, which is captured in high bigram probabilities.

Putting it all together Once we have the scores on the utility of a particular phrase,
all we need to do is match the phrases with the title templates to generate a title. The
title with the highest weight (sum of scores) is likely to be the best title.

Now let’s consider how we evaluate results in this paper, including these titles.

7 Quality assessment challenges

This paper presents numerous results: a visualization of the subject headings we claim
is useful; interesting matches between the subject headings and categories; correct
geographic references; better titles. Notice the emphasized words. A fundamental
challenge in working with digital archives is that many problems do not have objec-
tive results. Subjective evaluation must suffice. Put another way, the ground truth is
not the solution of a mathematically defined problem, but rather what someone as-
serts is true. To gather consensus on a good result when even the right answer might
be unclear, we ask multiple people.

We will now discuss how to evaluate the set of titles we generated in the previ-
ous section. In brief, we outsourced the job to Amazon’s Mechanical Turk. Amazon
hosts a service named the Mechanical Turk in honor of the infamous faux-automaton
chess player of the end of the 1700s.3 Amazon’s service allows people to post hu-
man intelligence tasks or HITS for short. A HIT is a small task along with a small
reward. Finding the business name on a web-page is a HIT that could make someone
$0.05USD. Users can post a HIT and pay a small fee, or accept a HIT and earn a small

3It seemed to be a machine but actually had a human hidden inside.
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reward. The aggregate wage of a worker on Mechanical Turk could be a few dollars
an hour. For some, it has even become a required source of income [37].

Given the economical nature of Amazon’s Mechanical Turk system, research on
using it for user studies has flourished. Ref. [25], investigated whether workers could
produce ratings of Wikipedia articles that match those from Wikipedia editors—
they can; and ref. [16] investigated whether graphical perception experiments among
workers match known results from controlled laboratory experiments—they do. In
terms of the workers, a recent study concluded that they were becoming “increasingly
international” [37]. And while an obvious problem with Mechanical Turk results is
that it is easy for a worker to game the system and provide fraudulent results, an-
other problem is that workers suffer lower wages because there are few mechanisms
to protect them [39].

In our study, we generated titles for 20 different descriptions using the algorithm
in the previous section. In these cases, we used the best scoring keywords. Our HITS

asked people to choose the most informative title between our title and the Library
generated titles. The HIT provided the description text for reference. In total, we asked
for 20 evaluations of each description and paid $0.02USD for each evaluation. The
evaluation took less than one hour to complete after posting. Our automatically gen-
erated titles were selected in 80% (320 of 400) of the HITS. Note that we cannot reuse
the data we collected from these workers because they are specific to a single com-
parison between titles. In the case of the geographic disambiguation, we could reuse
the answers from the workers.

However, the two evaluations described above are simple in comparison with eval-
uating a search and browse system. Consider the differences. Above, when choosing
titles, it’s straightforward for workers to pick a preferred title. They may not have a
clear preference, in which case the choice will be somewhat random, but there is no
difficulty in specifying the answer. For the complete system, workers would need to
identify resources they find interesting. Yet how are they to discover this information
without evaluating the entire set of artifacts? One idea would be to ask workers if a
few items are interesting given a hypothetical setup. But our goal is to identify items
with subtle correlations to the user, as in the local history example from the back-
ground section. Connections of these types are difficult for others to evaluate. Thus,
evaluating these complete systems is a challenging problem. We discuss an approach
using user feedback in the conclusion.

8 Conclusions and ideas for future research

Recall our motivation. Modern collections of digital data require novel search tech-
nologies to make them relevant and worth storing. Historical collections of digitized
data require sophisticated discovery methods to get people to the artifacts they find in-
teresting. Both of these scenarios require interesting metadata about the objects of the
digital collections. In this paper, we presented a global visualization of the Library of
Congress subject headings (Sect. 3). This visualization helped us rapidly understand
a new collection of linked data. Based on our experience with this dataset, we next
explored an algorithm to match the subject headings in the Library of Congress col-
lection with the categories in the Wikipedia encyclopedia (Sect. 4). Our algorithm,
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described in ref. [2], produced near optimal theoretical results, as well as a potentially
useful set of matches between the two datasets.

Next, we looked at the disambiguating geographic references in a text (Sect. 5).
This led to a simple dynamic program using the distances between possible locations
that we can easily solve. Geographic reference resolution is a particular case of meta-
data remediation, and we continued with another exploration of constructing better
titles given short descriptions (Sect. 6). Finally, we described how to evaluate our
approaches with Amazon’s Mechanical Turk (Sect. 7).

These ideas only probe some of the possibilities. In the remainder of this section,
we discuss two ideas we are currently exploring and three ways to forward research
in the area of computational approaches to digital stewardship.

8.1 Extensions

Let us briefly mention two extensions of our work.
Recall the setup of the geographic disambiguation problem. We assume that the

location names had known locations associated with them. What if, instead of only
considering the set X of location references, we consider the full set X of all named
entities? A named entity is person, place, or thing. We can still apply our disambigua-
tion approach, but with a few changes. First, the notion of distance must now include
places and things. To define such a distance, we restrict ourselves to the named enti-
ties in Wikipedia and use the graph distance in Wikipedia. While there a few possible
choices of graph distance in Wikipedia, we use the number of edges in the short-
est path between the nodes. An alternative is the commute time distance between
nodes [13]. Using the same approach on this new data, we can disambiguate the peo-
ple, places, and things mentioned in a book or manuscript. In this case, the use of
Wikipedia is intentional. The link structure of Wikipedia is known to be correlated
with semantic relationships [46]. One further improvement is to consider all connec-
tions between named entities. For any given T , the optimization problem we were
solving only considered distances to nearby references. Using all connections makes
the problem NP-hard. However, we can formulate it as a network alignment problem
and use our scalable message passing solver [2]. The result is a tool to disambiguate
named entities in text. Preliminary tests of the tool show that the output is more ac-
curate.

Second, recall that our title generation procedure produced important keyphrases
before the title matching. These keyphrases may themselves be useful for navigat-
ing through document collections. To get them, we simply stop the title generation
procedure before the title matching. We applied this idea to the American Life His-
tories collection, and the initial results are promising. This collections consists of
small written synopses of the lives of Americans between 1936–1940. Our extracted
keywords serve as a means to navigate the thousands of histories by grouping histo-
ries with shared keywords. This is a form of faceted searching [45], which is a key
browsing technology for information discovery.

8.2 Future directions

We’d like to end with a few broad research directions that we feel will be important
to search and discovery in digital archives. Our hope is to inspire future work in this
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area. We discuss three possibilities: multi-lingual search and discovery, explicit and
implicit user feedback, and Twitter.

Multilingual Although English is widely viewed as an “international language”,
the native English speakers only account for around 5% of the world’s population.
Even the totality of English speakers is only 15%.4 Suffice it to say that ignoring
85% of the world’s population is not a viable stratagem for success in archiving all
digital data. Many of the items are not natively expressed in English. In our data sec-
tion, we mentioned two datasets with multi-lingual content: Global Gateway and the
World Digital Library. Metadata in these datasets is in two or more languages. The
challenge is identifying the best way to search and browse these collections without
translating every item and its metadata into every possible language, which is the cur-
rent strategy. A promising approach is to use a variant of latent semantic indexing [8]
with a PARAFAC2 tensor factorization [15] and a multilingual parallel corpus [4]. A
multilingual parallel corpus is a set of sentences or documents translated into each
language. One popular choice of such a corpus is the Bible, which is available on a
verse-by-verse basis in nearly every language. The output from this setup is a multi-
lingual concept space that is searchable in any language from the multilingual corpus.

Feedback One aspect of a virtual librarian system we have not yet discussed is
using user feedback. There are many forms that user feedback assumes. In crowd-
sourced systems, users often contribute directly; in recommendation systems, users
score the system’s responses; and in search systems, users click links. These span
a gamut between explicit (crowd-sourced and recommendation) to implicit (search).
Determining the best way to utilize this feedback in a digital archive is not known.
One of the constraints of digital archives is that some of the material is culturally
significant. Thus, any feedback system must have stringent guards against malicious
user behavior. No one wants to see erroneous connections between such material on
national websites. An obvious use for either implicit or explicit feedback is evalu-
ating the system. As we mentioned in the section on quality, evaluating a complete
discovery system is a challenging endeavor. Using implicit feedback is actually one
of the ways that Google continually improves their search engine [31]. In the case of
a real-world library system, implicit feedback could track which users follow which
of our suggested connections between items, or how long users spend looking at the
information on a page. These are plausible surrogates for asking users if they have
discovered interesting material in the archive.

Twitter This past year, the Library of Congress acquired a database of all pub-
lic messages posted on Twitter, a micro-blogging site where each message is less
than 140 characters. Searching, browsing, and accessing information in this database
is a completely open problem. For instance, how can we browse through millions
of tweets, the name for these short 140 character messages, about a topic such as
the confirmation of Supreme Court justice Sonia Sotomayor? And what information

4Collected from http://en.wikipedia.org/wiki/List_of_countries_by_English-speaking_population on
1 September 2010.

http://en.wikipedia.org/wiki/List_of_countries_by_English-speaking_population
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are people interested in finding in Twitter archives? These are not yet mathematical
tractable problems, but beg for new mathematical models designed for Twitter. Re-
cent research on Twitter has identified many fascinating properties among the activity
of users. See refs. [19, 21, 28] for basic statistics of behavior on Twitter, see [30] for a
discussion of whether Twitter behaves more like a social network or news site—they
conclude its more news like; and finally see [44] for a way to model authority among
Twitter users.

8.3 Sources of data

Much of this paper was focused on using open data to help enrich the searching
experience on the Library of Congress’s proprietary data. This may have left readers
wondering how they can contribute. As we mentioned before, the success of open data
has produced a flood of freely available datasets. Here are some of our favorites:

– The Library of Congress subject headings—now freely available http://id.loc.gov/authorities

– Rameau—the French national library subject headings http://www.cs.vu.nl/STITCH/rameau/

– Freebase—a large collection of structured and semi-structured information http://freebase.com

– Open library—metadata about books http://openlibrary.org/

Each dataset provides the data in bulk form. This makes it straightforward to inter-
pret the data. Freebase is composed of many small collections. Designing search and
browse techniques for these individual collections is somewhat akin to the proprietary
metadata from the Library.

Another possibility we recommend is to contact those in charge of your university
or national library. In our experience, these institutions are eager for new ideas and
approaches. Taking this approach, however, requires some patience while learning
more about the subject of library and information science—the historical home for
the study of information organization and access.
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